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Abstract. A promising recent explanation of metaphorical language has come from pragmatics. Metaphor, and other departures from literal meaning, are all to be explained by the same set of pragmatic processes, namely narrowing, loosening, saturation, and sense-selection according to this explanation. However, the problem of emergent or category crossing metaphors arises when metaphors combine elements that cannot be meaningfully combined if construed literally. This sort of metaphor proves extremely hard to explain by appeal to the above mechanisms, leading many proponents of this analysis to seek explanations by appeal to additional mechanisms, some of which may be unique to metaphor interpretation, and thus susceptible to the charge that they are ad hoc. In this paper we first argue that these explanations are unsatisfactory, focusing in particular on what we take to be the most promising defense offered to date, Wilson and Carston (2008). We provide detailed arguments against their proposal. Secondly, we develop an account of category crossing metaphors that does not require the addition of any new processes beyond those listed above. We thus propose a novel, and complete, solution to the problem of category crossing metaphors which does not require any resources beyond those already recognized by mainstream theories of pragmatics.
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1. Introduction
One of the most promising recent attempts to explain metaphorical language construes the interpretation of metaphor as utilizing, in context, certain pragmatic processes by which hearers modify the literal predicates they hear to arrive at the relevant non-literal metaphorical meanings. On the simplest form of this theory, which we will call the primary pragmatic analysis (PPA), metaphorical interpretation is taken to rely on the same small group of pragmatic processes that are taken to be implicated in utterance inter- pretation more generally. PPA is central to the leading pragmatic accounts of how we understand metaphors and has been endorsed by Robyn Carston, Deirdre Wilson and François Recanati.1 Furthermore, it appears that PPA is central not just to the proposed pragmatic analysis of metaphor, but also to the wider contextualist project in the philosophy of language, which posits the same pragmatic processes of sense extension to explain seemingly non-metaphorical language. According to the contextualist, the processes that explain metaphor are at play in communication generally, metaphor often being a particularly vivid example. According to Recanati: “Beyond a certain threshold, cases of sense extension … count as special” (Recanati 2001: 272). In other words, metaphor, for the contextualist, is generated by the same processes posited by PPA, but where the application of those processes results in a degree of departure from the literal use of the expression that is, sometimes, striking.2 If the PPA analysis fails for metaphor – allegedly including the most transparent application of the mechanisms of sense extension – the prospects for contextualism in general will appear bleak. There is, moreover, a problem with the PPA theory of metaphor. A widely noted feature of some metaphors is that they combine expressions in a way that if literally construed appears to represent a categorically excluded com- bination of items. For example, on a literal reading of “God is my rock,” an incorporeal deity is identified with something, a mass of stone, falling under concepts the extensions of which seem to exclude anything non-physical. These category crossing metaphors require a modification in the extension of their literal predicates – to allow for cases that are categorically excluded – that does not seem explicable with the range of primary pragmatic processes posited by PPA. The dilemma that threatens he advocate of PPA, therefore, is either to concede that category crossing metaphors present a substantial lacuna in the theory, or to introduce ad hoc pragmatic processes to explain these metaphors. The former option exposes PPA as, at best, seriously incomplete; the latter risks making PPA more complicated and less plausible. Evidently, this dilemma must be avoided if PPA is going to provide a compelling explanation of how metaphor functions. Furthermore, the issue has obvious ramifications for the plausibility of contextualist accounts of meaning generally: metaphor, as noted above, is a paradigm case of the way in which the contextual situation of an utterance determines its meaning, hence it is imperative that contextualism provide a convincing account of metaphor.


In this paper we will avoid this dilemma by proposing a novel way of solving the problem of category crossing metaphors using PPA that shows how we can understand category crossing metaphors without relying on the introduction of complicated or ad hoc metaphor-specific pragmatic processes. We will explain PPA in more detail in the next section and the problem of category crossing metaphors in section three; in the following two sections we will review and reject the existing treatments of the problem and give our own solution. We will conclude by considering some objections and develop- ing the account. 

2. The Primary Pragmatic Analysis

Although they differ from one another in important details, the leading advocates of PPA include Recanati (2004), Carston (2002) and Wilson and Carston (2008), the latter two locating PPA within the relevance theoretic framework devised in Sperber and Wilson (1985/1986, 1986). The key claim of PPA is that metaphorical interpretation relies on only a small group of pragmatic processes that are involved more widely in the interpretation of both metaphorical and non-metaphorical utterances. In addition to so-called “bottom-up” or mandatory processes such as saturation (assigning values to indexical elements) and sense-selection (resolving lexical ambiguities), two other “top-down” processes – demanded or triggered by contextual cues –, loosening and the converse process of narrowing, which we will describe presently, explain how we come initially to grasp the meaning of a sentence in context according to PPA.3

Atomic concepts, according to the now standard theory developed by Sperber and Wilson (1986), can be seen as making available three types of information. First, there is logical content that consists in the inference rules and analytical implications of the concept. Second, there is encyclopaedic or general information, which involves commonplace assumptions, culturally held beliefs, experiences, observations, etc. And third, there are lexical properties that are the phonetic, phonological and syntactic characteristics of the linguistic form (typically a word) that encodes the concept.4 For example, the concept cat has a logical content that includes inferential rules, such as that a cat is a kind of animal; encyclopaedic information about cats – what they are like, their anatomy, behavior, appearance, etc.; and it has various grammatical and phonetic characteristics which for an English speaker characterize the word “cat.” Note that not all concepts need have all three components: or, for example, seems to lack an encyclopaedic entry. Central to the pragmatic account is the notion of an ad hoc concept. An ad hoc concept is one that is modified in the course of understanding a sentence containing its expression in response to the context in which that sentence occurs. That is, by using a lexically encoded concept – i.e. one for which we have a word – in a certain context, one can communicate a different concept that shares some logical and encyclopaedic information with the encoded concept. This latter concept is ad hoc because it is generated on the fly in response to various cues given in the context.5 Ad hoc concepts are arrived at by loosening, or narrowing. Loosening occurs whenever a restriction govern- ing the application of the literal meaning of an expression is contextually withdrawn, resulting in a wider extension than is had by the unmodified concept. For example, a typical utterance of “the lawn is square” does not employ the strict meaning of “square” but the ad hoc concept square* which is derived by relaxing the rules governing the use of the lexically encoded concept square, so as to now admit roughly square items into the extension of the new concept. Narrowing occurs whenever a new restriction is imposed on the literal concept in context, resulting in a narrowing of the extension. Narrowing appears to be at work in cases of quantifier restriction, for example.


How does loosening help in a theory of metaphor? The PPA proposal is that metaphor is loose talk – supplemented, in some cases discussed below, by other pragmatic processes – and often where the degree of loosening is unusually high. According to the PPA theory of metaphor, therefore, we can understand metaphors using the same basic range of pragmatic processes that are involved in understanding other utterances.

3. The Problem

It is time to look at the problem we raised in the introduction, that category crossing metaphors appear inexplicable on the PPA. The problem quickly emerges when we consider the kinds of ad hoc conceptual modifications that the theory needs to account for. In the non-metaphorical example of loosen- ing that we have considered, a “pure” loosening is involved such that the ad hoc concept includes all the denotations of the pre-loosened concept as a proper subset. We will call such cases inclusive. For example, the ad hoc modification of square to square* in interpreting “The lawn is square” seems to be inclusive. The modification of addiction in the metaphor “We are addicted to oil” similarly appears inclusive. We drop the requirement that addiction is a chemical/biological dependency while other components of the logical and encyclopaedic entries are left intact: addictions are addictions*, but not all addictions* are addictions. However, it is easy to find metaphors that require concept modifications where the extension of the pre-loosened concept intersects with that of the ad hoc concept, but the former is not a subset of the latter. 


Consider, for example, the metaphor “George is a monk,” uttered by someone describing a friend or associate. The metaphor communicates that George has a certain kind of personality and lifestyle: he is contemplative, steadfast and pure in his moral convictions, spends time removed from wider society, and is self-disciplined and ascetic – qualities associated with monks. The resulting ad hoc concept monk* retains these features characteristic of some monks and makes them central to the concept’s meaning; the require- ment (either sufficient or necessary) that a monk is a member of a monastic order or is committed to religious service is filtered out. monk* applies to individuals with unusually high ethical standards and ascetic lifestyles, and to some but not all monks: a member of a monastic order who is uncaring, conceited and lascivious, for example, will not be a monk*. Concept modifications such as these we will call intersecting.

Both inclusive and intersecting pragmatic modifications fit with PPA, since either type of ad hoc change can be plausibly made using the primary pragmatic processes of loosening and/or narrowing. The problem for PPA arises in cases where the extension of a concept could not, through loosening and/or narrowing processes that might realistically occur, deliver the requisite ad hoc modification. We will call such cases disjoint. Take, for example, the metaphor “Robert is a bulldozer.” The concept bulldozer plausibly involves inferential rules, such as that a bulldozer is a type of heavy machinery, along with various general knowledge about its use in moving debris, clearing land, pushing large objects, and features of its physical appearance and mechanical structure. The ad hoc concept bulldozer* includes the representation of properties like obstinacy, persistence, singlemindedness with respect to personal goals, lack of consideration for others feelings and beliefs, etc. So properties that fall under the concept bulldozer, and the ad hoc concept bulldozer* appear to comprise mutually disjoint sets. The problem for PPA is that relaxing or filtering out logical or encyclopaedic information should yield an intersecting ad hoc concept with a broader extension that covers some or all the things denoted by the pre-loosened concept. Narrowing should yield an inclusive ad hoc concept that forms a subset of its pre-narrowed counterpart. Yet the concept apparently arrived at in disjoint cases carries informational properties that seem not to be derivable from the original concept by either process. These properties have, accordingly, been labeled “emergent properties” by Wilson and Carston (2008), and the ensuing prob- lem the “emergent property problem.”6 So how could bulldozer/bull- dozer*, and other disjoint cases be explained with PPA?7 


The main sources of disjoint cases are the category crossing metaphors described in the introduction. According to Stern (2006), the problematic class of metaphors are those where the predicate cannot literally apply, either truly or falsely, to the subject. Carston similarly thinks that the difficulty for PPA results from metaphors that involve a mismatch of categories. Other suggested examples from Carston include: 

Sally is a block of ice.

The fog comes on little cat feet.

Love is the lighthouse and the rescued mariners.

Other examples include:

Love is a rose. 

God is my rock.

Her heart is made of stone.

Unfortunately for PPA, category crossing metaphors are widespread. Take, for instance, perhaps the most commonly cited example of a metaphor in philosophical literature: “Juliet is the sun.” Prima facie, it seems that there is some intersection between the extension of sun and sun* that can be reached by loosening/narrowing, for example, that the sun is the centre of the solar system and that Juliet is the centre of Romeo’s life. This is misleading, however, because the physical centre that the sun occupies in the solar sys- tem and the emotional centre that Juliet has in Romeo’s life are quite distinct senses of “centre.”8 Moreover, the senses seem categorically distinct: their extensions do not intersect. So even if we were to deploy a secondary stage of loosening/narrowing on the logical or encyclopaedic entries of sun – such as located at the centre of a system –, there does not seem to be a way of generating the requisite concept sun*.

Two further points are needed before we proceed. First, disjoint cases and category-crossing metaphors are distinct in that they result from relationships between, in the former case, the extensions of literal predicates and their ad hoc counterparts, and in the latter case, the literal predicates and their sub- jects. However, in category crossing metaphors, by predicating a concept C of an object o that o cannot possibly fall under, one automatically sets the stage for the introduction of a disjoint ad hoc concept C* (if C and C* inter- sected, o would not be categorically prohibited from being a C). So while there may be disjoint cases that are not category crossing, category-crossing metaphors provide a large and easily detectable supply of disjoint cases. The solution that we will propose in section five applies to all disjoint cases. 


Second, although category crossing metaphors are seen as presenting the main challenge to PPA, in recent work Vega Moreno (2004) and Wilson and Carston (2008) have taken “The surgeon is a butcher” to be a metaphor that exhibits emergent properties but is not category crossing (nor is it clearly a disjoint case). It is not category crossing because there is nothing in the literal content of “surgeon” or “butcher” which guarantees disjoint extensions for these two concepts – unlikely though it is, a surgeon could also practice as a butcher. It appears to be problematic for PPA because the properties of butchers* being attributed to the surgeon (dangerously incompetent, murder- ous, and so forth) are not recoverable from butcher (someone who cuts up, prepares and/or retails meat for consumption) by either loosening or narrow- ing. However, this example does not constitute a problem for PPA since there are standard literal senses of the expression “butcher” to mean a lethally incompetent bungler or indiscriminate murderer (either of which might be intended by the utterance). The utterance “The surgeon is a butcher,” in other words, is not metaphorical but ambiguous and its meaning can be resolved with sense selection.9 In the absence of other examples, therefore, we remain skeptical that there are any emergent properties that are not disjoint cases.10 

4. Responses to the Problem

The difficulty in accounting for disjoint cases does not, of course, pose a fatal objection to PPA. It may show only that the theory is incomplete and that PPA requires supplementation by additional pragmatic processes. For ex- ample, in his earlier work Recanati, and more recently Romero and Soria (2007), appeal to transfer: a change of the sense of the predicate expression that, without depending on loosening, makes it appropriate to the metaphor’s subject. The new sense is facilitated by the shift in context involved in inter- preting the metaphor. For example, in “The city is asleep” the literal inter- pretation of “the city” makes more accessible the relevant metaphorical sense of “is asleep,” and this is then transferred. Another approach, inspired by Lakoff and Johnson (1987), is to draw on Conceptual Metaphor Theory to provide a number of pre-existing metaphorical schemas at our disposal – one general example might be physical force is psychological force – that guide our interpretation of metaphors. This scheme might serve to make the connection between the physical character of bulldozers as indiscriminate path-clearing mechanisms, and the psychological characteristic of ignoring others’ feelings in the pursuit of one’s own ends.


Neither of these options are appealing modifications of PPA. The addition of further pragmatic processes (and presumably yet more could be introduced to account for problem cases as needed) results in a more complicated explanation of what is involved in grasping a metaphor.11 The pre-existing metaphorical scheme in particular, without convincing arguments or empirical evidence in its favour,12 looks like a kind of explanatory cheat: it posits a ready-made way of understanding metaphors that can cover all those tricky cases that loosening does not account for. Besides, the appeal of PPA is that it utilizes a limited range of primary pragmatic processes implicated in one’s initial grasp of the meaning of an utterance to explain how we arrive at the ad hoc concepts that are employed in metaphor. If one presupposes a supplementary system of conceptual representations that guide the processes posited by PPA, then those processes are robbed of their explanatory value. The most desirable option for PPA, should it be available, is to show how disjoint cases can be generated without introducing additional processes. Accordingly, in a recent paper, Deirdre Wilson and Robyn Carston have attempted to do just this. Rather than posit additional primary pragmatic processes, they aim to show that the existing resources of PPA and relevance theory are sufficient to solve the emergent property problem.

Wilson and Carston (2008)13 propose that emergent properties can be explained by the “discourse context” in which an utterance is made. Conver- sational context, they propose, has two important effects on the interpretation of utterances. First, it modifies the accessibility of information in the encyclopaedic entries that constitute the utterance – some are primed while others are made less salient; in turn, other contextual assumptions and implications become more or less relevant. Second, it generates various expectations in the hearer as to how the utterance should be interpreted; in turn, these expectations or “goals” guide the process of interpretation. These two influences on utterance interpretation are fitted into the overall frame- work of relevance theory:

According to relevance theory, every utterance addressed to someone creates a presumption of relevance, together with more specific expectations about how relevance is to be achieved (and in particular, about the type of contextual implications to be derived). The hearer’s immediate goal is to find an overall interpretation that satisfies these expectations, since this is his best hypothesis about the speaker’s meaning. (Wilson & Carston, 2008: 22)

According to Wilson and Carston it is the additional information introduced in the discourse context, combined with information given in the constituent concepts of the utterance, that enables the hearer to place restrictions on the range of relevant interpretations (expectation) and anticipate which encyclo- paedic information is most relevant in determining what the utterance means (priming of encyclopaedic entries). Their solution, in effect, is to broaden the pool of information from which the metaphor is extracted: an emergent property of an utterance, once we take the discourse context into account, becomes a pragmatically derivable result. 

Here is a worked out example. Consider the utterance “The surgeon is a butcher” and the following discourse context: 

(1a) The surgeon ought to be dismissed.

(1b) He is a butcher.14
The discourse context (1a) generates the expectation that that there will be an answer to the question of why the speaker thinks the surgeon should be dismissed, and the expectation that the utterance (1b) will answer this ques- tion. Also, the mention of “surgeon” primes particular encyclopaedic entries of butcher 

(2a) CUTS UP DEAD BODIES FOR USE IN COOKING, etc.

(2b) CUTS UP FLESH ROUGHLY AND WITHOUT PRECISION, etc.

With these expectations and information priming in place, Wilson and Carston propose the following explanation for how we come to interpret the speaker as saying that the surgeon is incompetent:

In the course of the mutual adjustment process, it would therefore be relatively easy to construct an overall interpretation on which the speaker of [1b] is understood as asserting that the surgeon in question is a butcher* (where a butcher* is a person who cuts flesh in a way appropriate to butchers), and implicating that he ought to be dismissed because, being a butcher*, he performs operations in a grossly incompetent, dangerous way. (Wilson and Carston 2008: 25)

The account Wilson and Carston offer of the nature and role of pragmatic processes implicated in generating emergent properties looks like a case of the advocate of PPA having her cake and eating it. Not only are discourse contexts introduced to explain emergent properties, but contextual features of just the right kind are claimed to be available for cases in which there are emergent properties. As such, the theory is not a persuasive response to one skeptical about whether pragmatic processes have the resources to generate emergent properties. Rather, the theory presents a way that pragmatic processes could generate emergent properties provided there is a sufficiently rich discourse context that contains the additional information they need. For the skeptic, what is suspicious about Wilson and Carston’s response is not their introduction of discourse context, but rather the claim that this context contains the information needed to extract emergent properties. 


The skeptic’s grounds for suspicion are supported by indications that, even for the examples that we have considered, Wilson and Carston need to doctor information in the encyclopaedic entries and in the discourse context to yield the required results. For an exampled of gerrymandered encyclopaedic entries, consider their account of “Sally is a block of ice.” They posit the following discourse context:

(3a) I had dinner with Sally last night.
(3b) She’s a block of ice.
and propose the following (partial) list of encyclopaedic entries for block of ice:

(4a) SQUARE, SOLID, HARD, COLD, RIGID, INFLEXIBLE, etc.

(4b) DIFFICULT/UNPLEASANT TO TOUCH, COME CLOSE TO, INTERACT WITH, etc.

(4c) MAKES THE SURROUNDING ATMOSPHERE UNCOMFORTABLE, etc.

(4d) MAKES PEOPLE WANT TO MOVE AWAY, etc.

The effect of the discourse context, they suggest, is to prime entries (4b), (4c) and (4d). Now, the way the entries are presented here gives the impression that the hearer can easily reach the correct interpretation by reading off the primed entries. But are these plausible encyclopaedic entries? To us, at least, they do not seem to be. Is it any part of the content of block of ice that it is difficult to interact with, or makes people want to move away? Dry ice, perhaps, but not block of ice. Is it generally known that a block of ice makes the surrounding atmosphere uncomfortable? Sitting on a block of ice could get uncomfortable, but this is not an atmospheric effect. If we are entitled to these encyclopaedic entries, then why not 

(4e) IS POOR COMPANY FOR DINNER.
from which we can read off the intended meaning. The problem for Wilson and Carston, therefore, is to show that their account can explain metaphors without projecting their meanings into the list of encyclopaedic entries – after which, of course, the interpretation of the metaphor is trivial.

Similar gerrymandering of information is also in evidence in Wilson and Carston’s treatment of discourse context. Their proposal relies on there being, for every utterance with emergent properties, a discourse context that guides their interpretation in the right way by generating expectations and priming encyclopaedic entries. (1a) is a case in point: it causes the hearer to expect that the speaker is going to provide some reason for the surgeon being dismissed, and directs the hearer’s attention to potentially relevant encyclo- paedic entries of surgeon. But what reason is there, in general, for sup- posing that a suitable discourse context is available whenever a metaphor with emergent properties is uttered? There are two specific problems. First, Wilson and Carston’s theory does not give us an account of the emergent properties of metaphors that have no useful context – a snippet of text, a piece of overheard conversation, a list of metaphors in a paper on metaphors – where no expectations are generated or encyclopaedic entries primed. Second, they have no explanation for metaphors that come as a surprise. Suppose, for example, that someone overhears the discourse context for “The surgeon is a butcher” as follows:

(1a*) That surgeon has just been promoted, and everyone says he’s a genius.

(1b) He’s a butcher.

Discourse contexts like this, where the speaker sets the hearer up for an un- expected utterance, are commonplace. When the speaker does this, however, the hearer forms the wrong expectations and primes exactly the wrong encyclopaedic entries. Carston and Wilson’s theory must, therefore, be in- complete: an additional account is required to explain how, in cases of miss- ing or misleading context, the hearer discerns the metaphor’s meaning. 


Suppose that we allow for favorable discourse contexts to guide our expectations of relevance in the right direction, and we are charitable in what we allow in the way of encyclopaedic entries of the operative concepts in a metaphor. PPA still does not have the resources, as Wilson and Carston acknowledge, to show how we can grasp the emergent properties of category crossing metaphors. Consider, for example, the encyclopaedic entries of block of ice. The expressions “hard,” “cold,” “inflexible” refer to physical hardness, coldness and inflexibility. But the metaphor means that Sally is emotionally hard, cold and inflexible. It is precisely this further change from physical to emotional categories that looks impossible to achieve using loosening and narrowing. For all of the additional paraphernalia of discourse context and expectation, we are still none the wiser as to how category cross- ing metaphors are understandable on the pragmatic theory.


Wilson and Carston suggest two ways in which the physical/psychological category could be crossed. The first proposal is that the physical concepts hard, rigid, cold, etc. have, through a historical process of “repeated broadening of the basic physical senses,” generated superordinate concepts hard*, rigid*, cold*, etc., which “are not purely psychological but have both physical and psychological instances” (2008: 29). These latter concepts, in other words, have a broader extension that incorporates both physical and psychological members. As such, there is no problem with emergent prop- erties because a hearer of the metaphor “Sally is a block of ice” already has access to encyclopaedic information that incorporates psychical and psycho- logical categories, i.e., that block of ice is hard*, rigid* and cold*. Carston and Wilson’s second proposal is that “hard,” “rigid” and “cold” could have distinct psychological and physical senses. That is, we do not have the concepts hard*, rigid* and cold*, but rather the physical concepts hard, rigid and cold, and the separate psychological concepts hard**, rigid** and cold**. They argue, however, that:

[I]t is easy to see how ad hoc (non-lexicalised) superordinate con- cepts such as cold*, hard*, (etc.), whose denotation include both items that are cold/hard and items that are cold**/hard**, might be constructed during the online interpretation of (9b) (‘Sally is a block of ice’) or (19b) (‘She’s a block of ice’). (Wilson & Carston 2008: 30–31) 

Once cold* and hard* are pragmatically constructed by loosening, under- standing the metaphor can modeled on the same lines as the first proposal.

The first proposal is problematic. Wilson and Carston again posit a (historical) process by which cold is loosened to produce cold*, without giving the details of how this is achieved. Appealing to a ready-made and mysteriously constructed range of category crossing concepts to explain category crossing metaphors highlights the lack of a good explanation thus far available to the PPA. The second proposal is unsatisfactory without sub- stantial further development. It is, of course, “easy to see” that the metaphor “Sally is a block of ice” uses the concept block of ice to convey psycho- logical opinions about Sally. What is not at all easy to see is how this is done by modifying the concept using pragmatic processes, unless we already know what the metaphor means. How do we get from the physical sense of cold attributable to blocks of ice to the psychological sense of cold attributed to Sally? Precisely what component of the concept cold is loosened to extend its encyclopaedic entries to include EMOTIONALLY UNRESPONSIVE? This, after all, is an example of the problem of emergent properties. Stipulating that we can use loosening to solve it is not a solution, as the problem at issue here is that loosening does not appear adequate to that task. It is just this explanatory gap that must be filled if PPA is to be successfully defended, and we will offer a proposal to do so in the next section.

5. A New Solution

Let us begin by recalling the terminology we introduced earlier. The ad hoc modifications of concepts that interest us here are (1) inclusive cases where C is a proper subset of C*; (2) intersecting cases where C and C* share some members but some Cs are not C*s and some C*s are not Cs; and (3) disjoint cases where C and C* have no members in common. Our proposal is that disjoint cases can be understood as the combination of two primary prag- matic processes: the kind of loosening/narrowing operation that occurs in inclusive and intersecting cases and an additional instance of sense selection. To see how this works, however, we need to take into account the different kinds of information encoded in concepts, logical and encyclopaedic, to which these pragmatic processes are applied.


In inclusive cases, the extension of a concept forms a proper subset of its loosened ad hoc counterpart. As indicated by the examples we have con- sidered, this is achieved by a modification of the logical content of the con- cepts. For example, square* extends the logical entry of square to include shapes that are approximately square. The ad hoc concept will also have relevantly updated encyclopaedic entries to accord with the modification of the logical entry. For example, if square has as one of its encyclopaedic entries

Enc1: You can put four squares of the same size together to make a larger square,

then the modified encyclopaedic entry for  square* will be

Enc1*: You can put four approximately square objects of the same size together to form a larger (very) approximately square object.

Intersecting cases cannot be produced by just eliminating features or relax- ing conditions in the original logical entry, since this will not generate an ad hoc concept the extension of which only intersects with its literal counter- part. Narrowing is also involved. Consider the metaphor “She is a politician” said of an academic colleague. The metaphor communicates that the colleague is adept at recognizing and manipulating the power structures in the institution in which she works. Clearly, the concept politician has been loosened: the requirement that one actually hold political office locally or nationally has been filtered out. As a consequence, only some, not all politicians* will be politicians. However, the concept has also been narrowed, because political adeptness – a property associated with politicians – has become a defining feature of politician*: not all politicians are politicians*. This is indeed evident from the fact that we can envisage an entirely appropriate use of the metaphor “the prime minister is no politician,” to communicate a failing prime minister’s inability to effectively navigate and control the power structures of government. However, there are two points that need elaboration.


The first point is that not just any sort of narrowing will do to yield an intersecting case. A simple example of narrowing consists in filling out unspecified conditions. For example in the context of ordering food in a restaurant the concept rice is modified to obtain the ad hoc concept rice* which, unlike rice, has no uncooked or dehydrated cereal in its extension. In such cases, narrowing results in an ad hoc concept the extension of which is a proper subset of the literal concept. If a literal concept is loosened and then narrowed by filling out conditions, we may still end up with an ad hoc concept that has the extension of the literal concept as a proper subset rather than merely intersecting with it. Narrowing, when involved in the production of an intersecting case, is effected by introducing new information into the logical content of the concept to provide conditions that exclude some members of the literal extension. Secondly, the information in question is extracted from the concept’s encyclopaedic content. In general, intersecting cases seem to function in this way: the logical content is loosened or elimi- nated entirely, and a component of the encyclopaedic entry is raised to the status of a logical entry. Consider, for example, the concept politician. It has the logical entry

Log1: holds (or runs for) political office,

and encyclopaedic entries such as 

Enc1: understands and effectively manipulates political structures/situations.

Etc.

We saw that the ad hoc concept politician* was constructed by eliminating condition Log1 while making requisite other features associated with politician such as Enc1. In line with our general proposal about intersecting cases, the metaphor is generated from loosening the logical content and upgrading a piece of encyclopaedic information to the status of the logical entry of the resulting ad hoc concept. Now let us consider a disjoint case.


Take the metaphor “God is my rock.” This is a category-crossing disjoint metaphor. The literal concept rock, which has the logical entry solid mass of stone, seems to have an extension that does not intersect with the extension of rock*, which has the logical entry emotional and psychological support. The concept rock has the logical entry mass of stone and encyclopaedic entries including an object providing stability. On our model, the metaphor is generated by deleting the logical entry and replacing it with information from an encyclopaedic entry. Note, however, that this will only yield an intersecting modification of the concept. For a disjoint modification, a further pragmatic process of sense selection is required. The concept STABILITY is raised to salience in the manner just explained. The lexical entry for this concept includes the information that the expression encoding this concept has other senses, including one which admits an interpretation of the metaphor. In this example, the metaphor requires a disambiguation between senses of “stability.” The sense of “stability” God is claimed to provide here is not provided by rocks – it is psychological or emotional stability that is invoked, not physical. With the process of sense selection incorporated into the process of interpreting the metaphor, disjoint cases can be readily explained. Here, then, is how we propose that the interpretation of a disjoint metaphor is conducted in full:

1. We begin with the utterance “God is my rock.” The concept rock includes the following logical and encyclopaedic entries:

Log1: Mass of stone.
Enc1: provides stability.
Etc.

2. Modifying rock to rock2 (an intermediary modification where rock2 intersects with rock) proceeds as follows: loosening drops Log1 and narrowing raises Enc1 to salience, i.e. shifts the information from its status as encyclopaedic to that of a logical entry:

Log12: provides stability.

3. The concept STABILITY is thus raised to salience, and examination of its lexical entries reveals that it is encoded by an expression which also encodes a separate concept which makes sense of the utterance.

4. The sense of “stability” is selected. Having understood that God is not being claimed to provide the kind of stability required for e.g. the foundations of a building, we recover the relevant sense of “stability.”
How does sense selection work in this process? For speakers of a language L, the lexical information associated with a concept C is the information regarding the phonetic or syntactic features of the lexeme that encodes C in L. So where lexemes have more than one sense in a language, competent speakers of the language who grasp all of the lexeme’s senses will thereby grasp lexical information regarding the different senses also encoded by the same lexeme. To illustrate this, we can distinguish senses by subscripting concepts. “Bank,” for example, encodes both bank1 (which has the logical entry institution for holding money) and bank2 (which has the logical entry riverside). So, our quest for a suitable sense for “stability” consists of a consideration of the concept stability1 which, as a component of the encyclopaedic entry of rock, has the following logical and encyclopaedic entries:

Log1: can support physical objects.

Enc1: a feature of good foundations for buildings.

Turning to the lexical entries, however, we will find:

Lex1: A sense of the same lexeme as that which has the sense stability2.

Where stability2 is the emotional sense of “stability.” In other words, the entire process of metaphorical interpretation can be understood as a process of information transfer. Information is first transferred from the encyclopaedic entry of the concept to the logical entry of the new loosened concept. Having raised this information to salience, a second round of information transfer is performed: encyclopaedic information is modified in the light of contextually relevant lexical information to arrive at the target concept, that is the concept which makes sense of the metaphor.


The problem with disjoint cases is that the metaphorical predicate seems to undergo a category shift that cannot be recovered by any amount of loosening or narrowing. We can loosen and narrow rock to give the idea of something stable, but it is stability in the wrong sense: physical stability and not the emotional and spiritual stability claimed of God by a religious believer. We can loosen/narrow the concept sun to give us the idea of something being central, but this is not the sense of centrality that Romeo is claiming for Juliet. Our proposal, therefore, is that disjoint cases are the prod- uct of information processing operations that involve two primary pragmatic processes. A loosening/narrowing process proceeds on the same lines as an intersecting concept construction, delivering an ad hoc concept with a new logical entry. Then a context sensitive sense selection is performed on the lexical encoding of the operative concept in the new logical entry, sifting through the concept’s lexical entries to locate the relevant sense. To further elucidate the proposal, we will next present the steps by which the metaphor “Juliet is the sun” is interpreted on our model.

1. The first step is a loosening of the concept sun, which includes entries such as the following:

Log1: Radiant astral body.

Enc1: a source of warmth.

Enc2: central point of the solar system.

2. Modification of sun to sun2 (which intersects with sun) is effected by an operation of loosening/narrowing whereby Log1 and similar logical entries are dropped (loosening) and an encyclopaedic entry like Enc1 is raised to the status of a logical entry:

Log12: a source of warmth.
3. To reach the target concept sun*, sense selection must be performed on the lexical items encoding the information in Log12. It is the sense of the English expression “warmth” that relates to affection, etc. that must be selected to yield the logical entry for sun*. This information about the English word “warmth” is contained as a lexical entry for the concept warmth1 (the physical sense of warmth):

Lex1: a sense expressed by the same English lexeme as warmth2
(where warmth2 is the affective sense).

Notice that some metaphorical concepts have more than one encyclopaedic entry that can be raised to salience and, following the pragmatic processes described above, provide a plausible interpretation of the metaphor. For example, we could raise Enc2 to the status of a logical entry, relax the restriction that it is the solar system that the sun is central to, and then perform a sense selection on the English expression “central” to select its cardinal, rather than physical, sense (i.e. the sense in place when “central” is synonymous with “important,” “fundamental” etc.). Enc1 and Enc2 can each be used to provide a distinct reading of “Juliet is the sun.” Moreover, there is no reason to suppose that all speakers and hearers must perform the process we describe on the same items when more than one is available. Indeed it seems likely that the richer the metaphor, the more options that are available for its interpretation. In Shakespeare’s day, the state of encyclopaedic knowl- edge about astronomy would not have supported interpretations of “Juliet is the sun” that are available to us. But the metaphor nonetheless makes a closely related meaning available to interpreters in either period, though it is not identical as the process of interpretation operates on slightly different conceptual material. Our theory therefore preserves the open-ended quality of metaphors. There need not be any one unique way of modifying the literal content of a disjoint metaphor to arrive at the intended metaphorical content.


We complete our discussion of disjoint cases by briefly showing how our account deals with the widely discussed metaphor “Robert is a bulldozer.” Step one involves loosening/narrowing on bulldozer to arrive at bull- dozer2 (an intermediary ad hoc concept intersecting with the original) by dropping logical entries such as log1 below and either dropping or extending others in obvious ways, while certain encyclopaedic information such as Enc1 and Enc2 are raised to salience as the logical entries of the ad hoc concept bulldozer2:

Bulldozer

Log1: A type of heavy machinery.
Etc.

Enc1: Crushes obstacles in its path.

Enc1: Demolishes obstacles in its path.

Etc.

Bulldozer2
Log12: Crushes obstacles in its path.

Log22: Demolishes obstacles in its path.

Etc.

To complete the process, the psychological senses of the verbs “crush” and “demolish” (and whatever others may occur in the other encyclopaedic entries for bulldozer) are selected. This information is located in the lexical entries for crush1 and demolish1 known to competent speakers of English (again we employ subscripts to make the point clear):

Demolish1
Log1: destroy an object.
Lex1: a sense of the same lexeme as that which encodes Demolish2.
Where demolish2 is that sense of “demolish” used to describe the manner in which some people (including bulldozers*) treat arguments and opinions which are an obstacle to their objectives. A similar operation derives crush2 from crush1, where crush1 is the physical sense of “crush” whereby some- thing is broken and/or compressed into small fragments, and crush2 is the psychological sense whereby to crush2 someone is to oppress or humiliate them. Thus we arrive at our target ad hoc concept:

Bulldozer*

Log1*: Crushes2 obstacles in its path.

Log2*: Demolishes2 obstacles in its path. 

This completes the interpretation of the metaphor. The required ad hoc con- cept bulldozer* is reached in two stages by modifying the lexical concept bulldozer, and this two stage process allows us to arrive at a concept whose extension has no intersection with the lexical concept from which it was derived.

6. Objections

We will consider four potential worries that might arise in response to our employment of sense selection. 

First, the PPA account in general may be objected to on the grounds that a number of the examples considered here could be explained far more simply by the postulation of a relevant secondary sense for the supposedly metaphorical predicate. For example, it might be thought that the common noun “politician” already has the sense that we are attempting to construct via pragmatic modulation, as a bona fide secondary sense. Thus, understanding of “she is a politician” can be achieved by sense selection alone, without recourse to narrowing, loosening, or any hybrid of the two. We do not find this objection troubling. While we think it unlikely that this approach would be convincing for many metaphors, we can safely admit any examples that our objector offers, while maintaining that our account provides the expla- nation for those which remain. To deny that there are any remaining would effectively be to deny that there is such a phenomenon as novel metaphor. Anyone who grants that there are novel metaphors will not be able to appeal directly to sense selection to explain these. We offer our account as an explanation of novel metaphor, and can happily to let others decide exactly where secondary senses end, and novel metaphor takes over (though “God is my rock” and “Robert is a bulldozer,” for example, seem to us clearly cases of live metaphor).

Second, it may be objected that our use of sense selection runs into the same difficulty as Romero and Soria’s proposal that semantic transfer plays a role in metaphor, namely that it overly complicates the explanation with an additional process that is not widely agreed upon (either with respect to its mechanics or existence). However, sense selection is a pervasive phenomenon required for the correct interpretation of utterances of sentences that most people would hold to be uncontroversially literal. For example, consider the different senses of “light” in the following three examples (from Pelczar, 2000: 488):

1. There was a light breeze from the south.
2. This is a light package.
3. The fire won’t last with such light fuel.
In (1)–(3) three distinct senses of the adjective “light” occur, having to do with intensity, weight, and density, respectively. No one would want to say that these sentences are metaphors, however. Each sense is a genuine literal sense of the word, and a pragmatic process is required to recover the correct sense from the context if any utterance of the word is to be understood. In light of the ubiquity of such cases, it is obvious that PPA must be antece- dently committed to some account of sense selection prior to any discussion of live metaphor.


This brings us on to the third worry, which concerns our use of sense selection in the interpretation and construction of metaphors. Given that at least some senses of some words are inherited from dead metaphorical uses of those words, is there a danger that, by employing sense selection in our account of understanding live metaphor, we are lapsing into a circular ex- planation? If the differences in sense are generated by metaphors, how can our knowledge of those senses explain our grasp of (disjoint) metaphors? The first thing to say here is that the alleged circularity would not be vicious: our knowledge of a metaphorical meaning of an expression e does not rely on any grasp of a (dead) metaphorical sense of e, but rather of a contextually salient sense of an expression f featuring in the (lexical encoding of the) encyclopaedic information of the concept encoded by e. It is our knowledge of the lexical properties of f that does the work in explaining how we grasp the metaphorical occurrence of e. Thus we do not presuppose knowledge of e’s metaphorical meaning at any point in our account of how that meaning is recovered. For example, in the case of “God is my rock” the proposed pragmatic modification of the concept rock is achieved in part by a sense selection on the distinct concept stability.


Our proposed development of PPA does, however, commit us to the fol- lowing account of (at least some) dead metaphors. In a live metaphor the operative predicate P is pragmatically modified in one of the ways described in section five to generate an ad hoc concept P*. When a metaphor “dies,” the once ad hoc concept P* becomes lexically encoded as a secondary sense of P. For example, the concept robust1 with logical entry

Log1: Strong; well-constructed; healthy.
can, through a process of loosening (relaxing the conditions to do with health and construction) and narrowing (restricting the class of strong things), give us a concept robust2 with the logical entry

Log1: Strong in taste or smell.

This ad hoc variation on robust1, entering into common parlance about wine and food, becomes a dead metaphor and thus a secondary sense of the lexeme.15 Rather than going through the more complex process of working out the right level of loosening, reviewing the relevant encyclopaedic infor- mation to introduce into the logical entry and, in disjoint cases, checking through the lexical entries for the appropriate sense, there is instead an established sense available that can be recovered by sense selection.


It follows that for dead metaphors, the ad hoc construction of which is still available to us, their meaning can in principle be reached by two routes: sense selection and the more circuitous ad hoc concept construction that replays the information processing that was originally required to understand the metaphor when it was still novel. It is unlikely, of course, that the latter route would be psychologically realized even at a sub-personal level: once a metaphor has died there is no reason why it should be processed differently to a literal expression. So the sense in question will be made available even to those who have no awareness of its previously metaphorical status, while those who are aware of its metaphorical origins would simply be failing to process the available information in the most efficient manner open to them were they to go the long way around by repeating the loosening/narrowing procedure instead of fixing on the sense already extracted from that process and located in the lexicon. Furthermore, there are clearly going to be cases where the resources for interpreting the metaphor may have long since been lost after it has passed into literal usage. 

Note that in a disjoint metaphor the sense selection component may select as a sense a dead metaphor that was itself at one time the result of a disjoint metaphor construction. This process may be iterated as our concepts evolve, with each new metaphor building on a prior dead metaphor. In this way disjoint metaphor construction may involve the encoded product of a long history of dead metaphors.

The final objection we will consider is that our theory falls prey to the same objections we raised against Wilson and Carston’s alternative. We accuse them of gerrymandering discourse context and unwarrantedly assuming that a discourse context will always be in place to guide metaphorical interpre- tation. But do we make similarly baseless assumptions about the availability of relevant senses of expressions involved in the interpretation of disjoint metaphors, and do we also gerrymander the senses given in our examples?

It is useful to begin by briefly comparing our position with Wilson and Carston’s and showing how it addresses the problems facing their account. Their theory has two components: (1) they posit discourse contexts for category-crossing metaphors that supplement the conceptual information contained in the utterance. These contexts facilitate the interpretation of the metaphor by generating expectations in the hearer and modifying the acces- sibility conditions of the encyclopaedic entries. (2) They contend that by using the information from discourse context and conceptual content, the operative metaphorical concept can be constructed by (unspecified) pragmatic processes. Our objections were: (a) It is counter-intuitive that the requisite discourse context should be present for every category-crossing metaphor; moreover, the examples that Wilson and Carston give appear to use gerrymandered contexts; (b) category-crossing metaphors are graspable when there is no useful discourse context, or a misleading discourse context; (c) critical details about the pragmatic processes implicated in (2) that contribute to the construction of the ad hoc concept are missing, and the examples that Wilson and Carston provide give the discourse context but do not reveal the process by which the metaphorical content is arrived at.

Our theory is that disjoint metaphors can be generated from the imple- mentation of standard pragmatic processes: loosening and narrowing and sense selection. Since this method does not rely on discourse context – we argue, in effect, that disjoint metaphors are not emergent properties but can be retrieved from the information content of constituent concepts – it avoids objection (a). We explicitly set out how pragmatic processes are employed in reaching the metaphorical concept, addressing objection (c). Finally, in answer to (b), while we allow that a discourse context may assist in working out the interpretation of a disjoint metaphor, the pragmatic processes can still operate with an unhelpful or misleading context.

Do comparable objections to those raised in (a) against discourse context also apply to our use of sense selection? Let us begin with the question of whether our examples of senses are gerrymandered. There are two ways in which our examples might have been gerrymandered: either by proposing an analysis of an expression which is not a genuine sense but a novel con- struction, or by taking an existing sense of an expression and doctoring it to suit the purposes of justifying a particular metaphorical interpretation. There is, however, a reliable way of determining whether an analysis should be regarded as providing an established sense: if it can be found in a standard entry (i.e. neither archaic nor obsolete) in reputable (single volume) dic- tionaries. This is not, of course, a necessary condition to determine an established sense because a non-specialist dictionary will not include, for example, the peculiarities of language uses of small communities; it does, however, seem to be a sufficient condition. Moreover, all of the examples that we give in this paper are dictionary-based definitions.

Are we making an unwarranted assumption about the availability of senses that can be used to interpret disjoint metaphors? We have no a priori argument to show that for each disjoint metaphor there is an entry with a component expression with a secondary sense that can be used to construct the metaphor’s content. However, our assumption is not unwarranted. It can be seen that our theory gives an account of how a disjoint metaphor can be arrived at using pragmatic processes that is supported with worked out examples, including some of the most widely discussed problem cases. This method can be used to explain all of the disjoint metaphors of which we are aware. Whereas with Wilson and Carston’s theory there seemed to be plen- tiful examples of metaphors without the requisite discourse context, as shown by objection (b), our theory does not have the same obvious counter-examples. So while we cannot prove that that no counterexamples to our theory exist, they will, if they do exist, constitute a distinct (and, we suspect, a very much smaller) collection of cases than the class of category-crossing metaphors that have hitherto presented a serious problem for PPA.16

We have presented a theory of how category-crossing and disjoint metaphors can be understood which is consistent with PPA and, unlike the other suggested modifications of radical pragmatism that we have discussed, requires the introduction of no processes that are not already independently required by PPA.

NOTES

1. See e.g. Carston (2002), Wilson & Carston (2008), Recanati (2001, 2004, 2007). Advocates of what we are labeling PPA do not agree either in the details, or in the theoretical frameworks in which PPA is nested. Recanati takes utterance interpretation to rely on two sorts of primary pragmatic processes: (1) “bottom-up” processes include saturation of indexicals and sense-selection and are mandatory for any utterance interpretation; (2) “top-down” processes include modulation of senses of the sort outlines below and are triggered contextually by the demands of conver- sation. Carston and Wilson situate PPA within a Relevance Theoretical Framework. Modulations of sense are the results of an inferential process of utterance inter- pretation guided by the Principle of Relevance on this model. However, both parties share a commitment to the basic idea that contextually triggered pragmatic processes are responsible for metaphorical interpretation, and it is this commitment that we take to be essential to PPA.

2. Recanati maintains, however, that metaphors are not always striking. In the metaphor, “The ATM swallowed my credit card,” we do not even register the departure from the literal. Metaphor, for Recanati, encompasses a continuum from the barely noticeable to the obviously figurative cases of loosening. For more details on Recanati’s view see Recanati (1993, 1995, 2001, 2010).

3. Other processes are sometimes postulated. For example, transfer – the process of shifting context to make available an alternative sense of an expression is some- times postulated to explain metonymy. As we will explain below, we do not think transfer provides an illuminating explanation of metaphor. Furthermore, we aim to show that it is not needed for the explanation of metaphor. This does not show that transfer is not needed to explain other phenomena such as metonymy, but it does show that it, or any other process apart from the four listed above, would be redundant in the explanation of metaphor.

4. See Carston (2002: 321).

5. For more background and detail see Carston (2002), Ch. 5.

6. See Wearing (2014) for the most recent discussion of these cases.

7. Note that it is technically possible in principle to generate a disjoint case like BULLDOZER by loosening then narrowing, where the loosening eliminates all the necessary and/or sufficient conditions for the concept’s application and then narrow- ing introduces a novel condition into the logical entry of bulldozer* that appears inconsistent with the conditions that have been excluded. However, this is of no assistance to the supporter of PPA since the source of the information in the novel condition and the reasons for introducing it would be mysterious. PPA requires a plausible account of how a hearer, using pragmatic processes and information that is available to her, interpret a disjoint metaphor.

8. This equivocation between literal and apparently metaphorical senses of certain expressions is noted by Pugmire (1998) and Martinich (1984).

9. It remains a possibility that “The surgeon is a butcher” is a dead metaphor, and that the expression “butcher” at one time had just the literal meaning “meat purveyor” from which its other senses were developed through their repeated metaphorical use. This, however, would require etymological evidence. 

10. One suggestion we have encountered is that in the case where emergent properties arise from the modification of a concept to an ad hoc concept, the subject holding the emergent properties holds them in a different way to the way in which non-metaphorical subjects do. For example, in the metaphor “George is a monk” used to say of an individual who is not a member of any monastic order that they hold certain virtuous character traits, it might be suggested that the properties are possessed in a different manner to that in which actual monks have them. However, we see no concrete evidence of this: it seems to us that the move from MONK to MONK* may result in different properties, and different ranges of objects having those properties, but no difference in the way in which properties are instantiated.

11. Notably, as Recanati points out (2007: 162–163), the cases of metaphor that transfer is used to explain can also be understood as the product of loosening, making transfer redundant as a tool in explaining metaphor (although it should be noted that Recanati does think some phenomena, most notably metonymy, are best explained by appeal to transfer).  

12. It is hard to see how Conceptual Metaphor Theory can even be subject to empirical testing: as Vervaeke & Green (1997) note in their critique of Lakoff (1987), the latter’s insistence that the mechanism governing the redeployment of an expression outside of its literal domain of use is culturally embedded in a non-deterministic way seems to make the theory immune to the consequences of the failure of any empirical predictions it might make about actual metaphorical utterances.

13. See also Wilson and Carston (2006).

14. As noted in section three, we do not regard this example as a genuine metaphor; we consider it here as illustrative of Wilson and Carston’s approach. 

15. We make no claims for the historical accuracy of this particular example; it is offered only to illustrate the way in which an ad hoc sense can become an encoded secondary sense.

16. One thing we have not addressed here, is why metaphors have the literary force that they do, if they can (as our account predicts) always be literally para- phrased. This has been a core question in the philosophical discussions of metaphor since Davidson (1979). While we offer no answer to that question in this paper, we hope that we have at least provided some constraints on an answer – the claim that metaphors express something ineffable in literal speech cannot be right if our theory of metaphor is correct.
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